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Recetnt perfbrmance breakthroughs int affordable,
large vocabulanr, speaker independent voice
recognition sv-stei?ls have rekindled wtidespread
initerest in usinig voice recognition technology to
enhance the palatability and effect,'ieness of
clitnician-mediated conmputing. Hovwever, evetn if
industry fullv addresses the formidable hardwvare
requirements, less thant perfrct recogtition
accuracies, discrete voice recogntitiont
requirements, cuad throughput limitations, tlhere
are significantt cogntitive acnd imiipleintetntatioti
issues that must be adequately resolved befbre
voice can becomne a uibiquitous intput modalitv.
Cogntitive issues incluLde mlakinig allowvances for
inidividual differetnces in verbal communication
style and skill levels, the relative cognzitive lxod
of utsing a voice enabled inteftice compared to
calternative mlocdalities, and the uiser's cognitive
stvle. Implementation issues iniclutde a
significant traitnitng requirement, limited
portability, letngthi' luser switching timle,
questionable privacy, satisfying hardware

requirenments cd tle suitability oJ ioice
recognition in specific wvork environmienits. The
inievitable resolution of these issues, colupled
wtith cotntinuousIl' improving voice recognition
performance, pronmises a ntew era fJr voice
recognitiotin in medicitne.

INTRODUCTION

The introduction of affordable, functional voice
recognition (VR) systems in the late 1980's
spurred a flurry of interest in the use of voice
recognition for medical applications'. Despite
the qualified success ofVR in certain niche areas,
ranging from aids to the disabled and handicapped
to clinical reporting and patient-directed bed
positioning', the technology behind these early
systems wvas clearly immature3. Insufficient
recognition accuracy, limited vocabulary size, and
overall poor performance, coupled with an
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inattention to human factors issues, such as an
extremely steep learning curve, thwarted the
azcceptance of voice-enabled applications by the
medical community .

Althouah commercial voice-enabled medical
applications, including clinical reporting
systems. have been marketed for several years,
they have had only limited success. The most
accepted systems tend to be those specifically
developed for medical specialties, such as
Pathology, where the ability to perform hands-
free date entry is a major benefit.

Acceptance of VR seems to require that clinicians
first understand the limitations of the technology.
For example, while voice-enabled systems have
been shown to produce better documentation of
patient care', they are not only difficult to master
but the overall throughput is less than writing by
hand7. Unfortunately, many vendors have tended
to emphasize the former and downplay the latter,
in the interest of sales. With few exceptions, the
resulting false expectations have generally
resulted in clinician frustration and subsequent
wholesale rejection of the technology.

While the practical application of VR technology
in medicine has been relatively dormant for the
past few years, the major VR developers have
continued to refine the underlying technology. In
addition to creating more powerful VR engines,
developers have used human factors studies to
help identify interface issues that affect user
acceptance of voice-enabled systems. A popular
approach in the analysis of VR functionality and
performance is the Wizard-of-Oz experimental
paradigm, wherein a hidden typist keys in user
utterances, mimicking a VR system with a
predefined recognition accuracy-"'. Using this
and other approaches, VR has been tested with
variable success to such medically diverse areas
as decision support" and automated history
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taking from patients'2. These and similar studies
suggest that, while a minimal level of VR
perfornance is critical, it is the user interface in
aggregate that defines ease of use and ease of
learning, which in turn profoundly affect
clinician acceptance.

COGNITIVE ISSUES

VR is better suited for some types of tasks and
situations than for others, in part because the
technology makes variable demands on how
much users must adapt in order to use a voice-
enabled system effectively. A difficulty in
adapting to voice-enabled systems may be due to
individual differences, such as familiarity with
computer technology and overall cognitive style,
e.g., just as some users are more skilled at
navigating through a graphical interface than
others, there are marked individual differences in
verbal communications skills as well.
Similarly, in composing text, some users are
linear thinkers, while others tend to be nonlinear,
bouncing from topic to topic. These and other
individual differences may affect how users
interact with and perceive a VR interface versus a
typical graphical user interface, given that voice
is temporally oriented whereas graphical user
interfaces are spatially oriented'3.

Standardized, voice-enabled interface guidelines
and the use of temporal metaphors have been
suggested as a means of addressing differences in
cognitive style3-'5. For example, tabs can be
used to provide different place holders for voiced
text, which allows users to think and voice
dictate non-linearly and rearrange thoughts later.
This and other interface approaches, when
properly executed, can support the cognitive
styles of a wide range of users. For example, in
an interface fully supportive of both the mouse
and voice typing, modalities that are inherently
supportive of nonlinear and linear thinking,
respectively, the degree to which one paradigm is
used over the other is entirely user defined. In
exchange for this flexibility, the user must learn
both the graphical and VR-specific components
of an interface.

In addition to issues related to ease of learning,
there are other factors that may affect the overall
usability of voice-enabled applications in clinical
settings. For example, studies relating the

relative cognitive load of interacting with a
computer by voice while working through
significant mental tasks have shown that VR is
more effective for some tasks than others'6.
Consider, for example, that it is possible to cary
on a conversation with someone while typing.
A practiced typist, while generally unaware
individual keystrokes, relies on the constant
tactile feedback from the keyboard for feedback on
accuracy, allowing him or her to look at the
monitor only infrequently. In contrast, it is not
generally possible to carry on a conversation
while working with voice-enabled applications.
More importantly, working with voice-enabled
systems generally demands that users constantly
focus on the display because of their need to
verify the accuracy of the voice-to-text
translation.

IMPLEMENTATION ISSUES

Key voice-enabled system implementation issues
include a significant training requirement, lack of
interface portability, a sometimes extended user
switching time, demanding hardware
requirements, and confidentiality concerns.
Arguably the greatest implementation hurdle in
introducing a VR-based application into a
medical practice is the formidable training
requirement. Not only must the VR system be
trained to recognize the user's voice, but users
must learn to adapt to the VR system
requirements. Clinicians, who typically have
little time for training, must learn not only the
underlying application, but the nuances of the
VR interface as well. The investment in training
time is often difficult to rationalize, from a
personal or departmental perspective, especially
when the potential users are either residents
rotating through a department or faculty who
routinely practice at several hospitals.

Unlike the ubiquitous keyboard, VR systems are
usually highly customized and user specific, in
that the voice profiles created during system
training are generally application, user and
hardware specific. For example, simply
changing microphones can drastically decrease
recognition accuracy. For maximum recognition
accuracy, users should restrict themselves to one
machine when performing VR work. However,
such a limitation may be impractical in a typical
hospital setting.
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The user-specific files created during the training
of a VR system tend to be relatively large, and
may take up to a minute or more to load into
memory. Because these user-specific files must
be loaded before a voice-enabled application can
be used, the host machine is effectively unusable
during the loading process. When there are
multiple users assigned to a single machine in a
busy environment, such as an ER, the delay
associated with loading user profile may be
impractical. Providing individual workstations
for each clinician may be economically
unfeasible as well. Upgrading to a higher
performance computer system, while costly, may
prove to be the best solution.

The subtle tapping of a keyboard is now a
standard component of any office environment.
Keying is both unobtrusive to those working
nearby and inherently more secure than speaking
to a voice-enabled application. If a telephone
can't be used to convey certain information, then
a voice-enabled application will be inappropriate
as well. Voice-enabled data entry is generally
unsuitable when patients are present (e.g., at the
bedside).

The hardware requirements of current voice-
enabled systems remain a significant impediment
to wide-scale use, especially in conservative.
fund-limited hospital settings. VR applications
are very hardware intensive, in that they demand
fast processor speeds, relatively large amounts of
dedicated RAM (e.g., over and above system
requirements), and larger monitor sizes. Few
hospitals can afford to provide all of their staff
with 486 or Pentium-class machines with 32 MB
or more of RAM and 17" or larger monitors.
Interestingly, voice enabled applications require
more monitor real estate than graphics-only
applications because of the additional space
required for the graphical voice controls.

CURRENT STATUS

Given our current understanding of the cognitive
and implementation issues associated with VR,
what impediments remain that prevent VR from
becoming as ubiquitous as the keyboard in
medical computing'? The solution seems to be
related to four key areas: hardware availability
and cost; VR software pricing; the design of

standardized, VR-aware user interfaces; and VR
system throughput. The first impediment,
hardware availability and cost, will be solved
with time. The continued, precipitous drop in
hardware prices, hopefully accompanied by
decreases in RAM prices, will continue to lower
the entry cost for small clinics and individual
clinicians. However, the departmental and
hospital-wide application of VR technology may
take several years, given the relative abundance of
proprietary operating systems in these settings.
The majority of VR vendors support only DOS
or Windows, and it is unlikely that hospitals will
migrate their existing systems to these operating
systems simply to comply with VR
requirements.

Compared to most mature, mass-marketed
computer technologies, VR technology is still a
premium commodity. General-purpose VR
engines are available for about 1/4 the price of
price of a typical desktop computer, while voice
enabled medical applications -are often sold for
significantly more than the basic application
price. Given the marketing attention focused on
VR technology, prices of both general-purpose
and medical-specific VR systems should drop
precipitously in the upcoming year or two.

User interface specifications are beginning to
reflect the potential role of VR as a major
component of multimodal interfaces. Microsoft,
IBM, and other major vendors now provide
support for VR through hardware or operating
system level calls. The move to a true
multimodal interface design is not universal,
however. For example, Web browsers are
notoriously difficult to voice enable, having been
designed primarily for mouse-directed point-and-
click interaction.

Perhaps the greatest hurdle, and one that
represents the complex interaction of hardware
performance, user interface design optimization,
as well as the performance of the basic VR
engine, is that of effective system throughput.
Whereas the maximum theoretical number of
words that can be recognized per minute is
limited by the responsiveness of the hardware and
the accuracy of the VR engine, the actual
throughput is further limited by how well text
manipulation operations are supported in
particular voice-enabled applications. For
example, in free text voice-enabled dictation
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applications, actual throughput is greatly
dependent on the demands placed on the user for
locating and correcting errors, which is in turn
related to factors such as hardware performance
and user interface design.
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Figure 1. Family of Curves for Effective
Throughput vs # of Recognition Errors
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Figure 2. Recognition Accuracy vs Effective
Throughput

Figure 1 illustrates the general relationship
between effective throughput, the number of

recognition errors, and the difficulty in locating
and correcting errors. As the number of errors
increases, actual throughput declines. In
addition, the depression in throughput is more
pronounced as the number of errors increases'".
This effect may be due to cognitive factors, such
as elevated user frustration at higher error levels.

Cognitive factors likely affect the relationship
between effective throughput and recognition
accuracy. For example, as illustrated in Figure
2, there is a non-linear relationship between
effective throughput and recognition accuracy'7.
With higher recognition accuracies, small
improvements in recognition accuracy result in
marked improvements in effective throughput.
Conversely, at lower recognition accuracies, a
relatively small increase in recognition accuracy
is associated with only a small increase in
effective throughput. That is, a change from
three to two recognition errors per hundred words
is less noticeable than a change from 16 to 15
errors per hundred words.

DISCUSSION

The failures experienced with early voice-enabled
medical applications were certainly due in part to
the immaturity of the VR technology, and in part
to a general lack of understanding among
developers of how and when to best use voice as
an input modality. Subsequent improvements in
VR technology, and computer technology in
general, have removed m-tjor barriers to the
widespread adoption of voice-enabled applications
in medicine. What remains to be developed are
more effective voice-aware user and application
interfaces, as well as a better understanding of
when to use VR to solve specific problems.
Although VR has had the stigma of an emergent
technology in search of an application, the
current prognosis seems exceedingly bright.
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